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ABSTRACT 

Empirical estimates of beta, the appropriate measure of a security's 

systematic risk, are biased by friction in the trading process which delays the 

adjustment of a security's price to informational change and hence leads to an 

"intervalling-effect" bias. In this paper, we present and empirically test two 

procedures for correcting this bias. These involve the computation of an 

asymptotic beta as the differencing interval is lengthened without bound, and 

take account of the depth of the market for a security as measured by its value 

of shares outstanding. Our results suggest that a substantial corrections is 

needed to get "true" beta estimates from short differencing interval data. 



ESTIMATING AND ADJUSTING FOR THE INTERVALLING-EFFECT BIAS IN BETA* 

1. Introduction 

Sharpe's (1964) pioneering paper established a new and sophisticated 

method for quantifying the non-diversifiable, systematic risk of an investment. 

The relevant measure is beta, the slope parameter of a regression equation that 

relates the return on an investment to the return on the market portfolio, a 

portfolio containing the universe of investments held in proportion to their 

market value. Since its appearance, Sharpe's method has been widely used to 

measure the riskiness of investments in shares of common stock. Typically, 

common stock beta estimates are obtained by regressing the continuously 

compounded rate of return of a stock on that of a market index such as the S&P 

500. 

One of the earliest sources of data available for estimating betas was the 

CRSP tape of monthly stock prices that is compiled at Chicago University's 

Center for Research in Security Prices. For this reason, beta estimates were 

initially obtained from regressions run on returns computed over monthly time 

intervals. Increasingly, however, shorter period data have become available, 

and now betas are being widely computed for returns measured using weekly and 

even daily differencing intervals. 

If the regression assumptions of the Sharpe model are satisfied, the beta 

parameter should be invariant with respect to the length of the period over 

which continuously compounded returns are computed. Increasingly, however, the 

empirical evidence is showing that, for individual stocks, beta changes, and 

does so systematically, as the length of the differencing interval is 

varied.1 This evidence strongly suggests that the standard estimates of 

beta have been biased and hence, that the riskiness of individual securities 
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has not been appropriately measured. The purpose of this paper is to further 

identify, and to present a method of adjusting for, what is now known as the 

"intervalling-effect" bias in beta. 

In Cohen-Hawawini-Maier-Schwartz-Whitcomb [hereinafter CHMSW) (1980), we 

have argued that the fundamental cause of the intervalling-effect bias is 

friction in the trading process which delays the adjustment of a security's 

price to informational change. In CHMSW (1980, 1981), we develop an analytical 

model of the delayed price-adjustment effect. Our primary purpose in the 

present paper is to implement empirically two approaches to adjusting for the 

intervalling-effect bias, which are suggested by our previous analyses. 

Reference to the previous papers will be made at appropriate places in the 

current text so that requisite proofs can be found, although the empirical 

logic of the current paper is largely self-contained. 

Our first procedure for obtaining unbiased beta estimates involves 

computing an asymptotic estimator of beta. This is the limit that the ordinary 

least squares estimator will approach as the differencing interval is increased 

without bound. Our second procedure involves estimating the extent to which 

the difference between a security's asymptotic beta and its OLSE beta for any 

specific differencing interval is related to the value of that security's 

outstanding shares (which we take as an inverse proxy measure of the security's 

expected price-adjustment delay). The advantage of the second procedure is 

that we can infer a security's asymptotic beta, knowing only the beta obtained 

for some short differencing interval and the market value of the shares 

outstanding. This is desirable when, due to distributional instability,2  

reasonable estimates of asymptotic beta cannot be made via the more direct 

route (which requires the use of longer period data). 
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The empirical findings we report in this paper suggest that substantial 

adjustments are required to eliminate the intervalling-effect bias in betas 

estimated from short period data. This emphasizes the practical importance of 

the procedures considered in this paper. The findings also suggest that price-

adjustment delays are quite lengthy, and hence that friction in the trading 

process has a substantial impact on stock price movements. 

The paper is organized as follows: Section 2 briefly reviews the CHMSW 

theoretical model. In Section 3, we develop the methodology for our empirical 

tests. Section 4 presents our empirical results. Concluding remarks are 

contained in Section 5. 

2. Theôrétibal Model of the Intervalling-Effect Bias  

In CHMSW (1981) we begin by assuming that true returns are generated by 

the market model 

r
jt 

= ce + P.r 	+ e
jt 	

(1) 
3 j 	Mt 

We first show that the OLSE beta estimate derived by regressing j's 

observed returns on the index observed returns depends on true pi;  plus a 

serial covariances of the index observed returns for ail leads up to N periods 

and the cross-serial covariances between the observed returns of j and M for 

leads and Tags up to N periods. Hence (-1 is an inconsistent estimator of ; 
of 

 (3 

We next show that the asymptotic estimator 

(3,
7 
 = lim b

o
(L) 	 (2) 

l•co 
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(where e3(L) is an OLSE estimator using differencing intervals of length L) is 

acoheistentestimatorofPi.'rhis result suggests that the intervalling-

effect bias diminishes as L increases, and is the basis of one of the 

adjustment procedures we implement in this current paper ("estimated asymptotic 

beta"). 

Proof that the intervalling-effect bias in OLSE beta is systematic and 

depends in sign and magnitude on the security's "thinness" is given by the 

following two results. (a) For any security j whose true beta is positive; if 

the expected price adjustment delay is greater (less) than the weighted average 

delay in the market index, then
o
(L) will underestimate (overestimate) true bi  

beta. (b) Observed beta monotonically falls relative to true beta as the 

expected price-adjustment delay rises across securities. These results lead us 

empirically to relate the sign and size of security j's intevarvalling effect 

(measured by the rate of change of OLSE beta as L increases) to j's value of 

shares outstanding. Indirectly, they suggest that we can infer j's asymptotic 

beta estimate from its OLSE beta estimate for any L and its value of shares 

outstanding. For this, we use a three-stage procedure developed in the next 

section; this provides the second adjustment procedure we implement here 

("inferred asymptotic beta"). 

3. Test Methodology 

3.1 The Sample and the Price Data. The sample consists of fifty New York 

Stock Exchange common stocks selected by stratified randcm sampling according 
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to the following procedure: The population of common stocks which remained 

listed on the NYSE throughout the four year period 1/70-12/31/73 was ranked 

according to the market value of their shares outstanding as of the last 

trading day of 1971, the mid-point of our sample period,4 and stratified 

by value into deciles. A random sample of five commons stocks was obtained 

from each decile, producing a stratified random sample of fifty common stocks. 

Firms whose shares have not been publicly held since 1965 were excluded from 

the sample and replaced by randomly selected alternates belonging to the same 

decile. For the four year period considered, each of the fifty firms had 1,010 

daily price observations. The Standard & Poor's Composite 500 Stock Index was 

used as the market index. The returns of firm j and the index over 

differencing intervals of length L days are measured by taking the natural 

logarithm of price relatives, adjusted for cash and stock dividends. 

3.2 Estimation of the Intervalling Effect on Beta Coefficients. A two-pass 

regression analysis is undertaken to estimate the intervaling effect on each 

security's beta coefficient. 

(1) A first pass based on the market model is used to estimate the beta 

coefficient of each of the 50 securities in the sample for 14 different lengths 

of the differencing interval L according to: 

r =a +br + 
jLT 	1 jL 	1 jL MLT 	1ejLT (3) 

where: 

j = 1, 	, 50; 

L = 1, 	, 6, 8, 10, 12, 14, 15, 16, 18, 20; 

T = 1, 	, 960/L. 

The lower prescript 1 on the RHS of eq. (3) indicates that these are "pass 1" 

coefficients and residuals. Note that we use only 960 of our 1010 daily 
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returns because 960 is a common multiple for the largest number of the chosen 

values of L (12 of the 14). 

(2) A second pass is used to estimate the intervalling effect on the beta 

coefficient of each of the 50 securities in the sample. The 14 estimated beta 

coefficients for each security obtained from the first pass are regressed 

against the inverse of the length of the 14 corresponding differencing 

intervals raised to the positive power n according to: 

1j
b 	= 2  aj  + 2 

 b.L
-n 

+ 2ejL 	 (4) 
L 	j 

where: 

j = 1, 	, 50; 

L = 1, 	, 6,8,10,12,14,15,16,18,12,20; 

n > 0 

The lower prescript 2 on the RHS of eq. (4) indicates that these are "pass 2" 

coefficients and residuals. 

The justification for eq. (4) stems from CHMSW (1981). It was argued 

there that the strength of the delayed price-adjustment bias will be reduced as 

the length of the differencing interval increases. Moreover, in the limit as 

the length of the differencing interval increases without bound, the OLSE 

estimator of beta (based on observed returns) will approach an asymptote that 

is a consistent estimator of true beta. Clearly, data limitations (as well as 

the underlying stationarity assomption) prevent one from literally estimating 

OLSE betas based on arbitrarily large differencing intervals. Hence, a 

functional form [eq. (4)] was devised for which: (a) the dependent variable 

(the OLSE estimator of beta for a differencing interval of length L) approaches 
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an asymptote (the intercept terni) as the independent variable, L, increases 

without bound; and (b) the difference between the dependent variable and its 

asymptote monotonically decreases as L increases. Since these desired 

properties are consistent with the independent variable (1/L) being raised to 

any positive power, this element of generality was incorporated into eq. (4). 

In order to use linear regression analysis to estimate the coefficients in eq. 

(4) , the value of the positive power n must be specified in advance. Since 

the theory does not indicate what the value of n should be, we determine it 

experimentally. As we report in Section 4.2 below (see especially footnote 6), 

we run regressions for varions values of n and the value that, on average, 

produces the best linear fit between 
2
b
jL 

and L
-n 

is selected (this turns out 

to be n = 0.8). 	In the absence of an intervalling effect on the estimated 

betas, 2b7 should be statistically equal to zero regardless of the value 

of the positive power n. A value different from zero would indicate the 

presence of an intervalling effect. Securities whose beta coefficients rise 

(fall) as the differencing interval is lengthened will have negative (positive) 

estimated slopes 2bj. Furthermore, the larger the absolute value of the 

estimated coefficient 2bj for any given security, the stronger is the 

intervalling effect on that security's beta coefficient. In other words, the 

estimated coefficient 2bj can be used as a quantitative proxy variable to 

measure the intervalling effect on a security's beta. 

3.3 The Estimated Asymptotic Beta Coefficient. The estimated asymptotic 

beta coefficient is given by the intercept of eq. (4), 2â 	, since 

lim E(
1
bjL

) = E(
2
a
j
) 

L'a' Ce 
(5) 
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3.4 Estimation of the Intervalling Effect-Thinness Relationship. A third pass 

is carried out by regressing the estimated coefficient 2bi (the 

quantitative proxy variable for the intervalling effect) of the 50 securities 

against the logarithm of the market value of their shares outstanding (the 

inverse proxy variable for a security's relative price-adjustment delay). The 

regression equation is: 

2b = 
	3 	 3  

b = a + b,  ln V. + e. j  
(6) 

where j = 1, ..., 50, Vi = market value of shares outstanding at midpoint of 

sample period (see footnote 4), and 3 is the prescript for the regression 

pass. 

The justification for eq. (6) stems from the results summarized in Section 

2: By results proved in CHMSW (1981) and the posited inverse relationship 

between a security's market value and its expected price-adjustment delay, we 

predict that the bias will be negative for thin stocks, and that it will 

increase algebraically to become positive for very thick stocks; hence we 

expect 3b > 0. The exact functional form for the third pass regressions is 

not theoretically determinate, but as we report in Section 4.5 below (see 

especially footnote 9), eq. (6) produced better goodness-of-fit statistics than 

an alternative functional form that was tried; we also report there that other 

proxy measures for thinness were tested, but they yielded less satisfactory 

results. 

3.5 Using the Intervalling Effect-Thinness Relationship to Infer  

Asymptotic Betas. Suppose one wishes to calculate an approximate asymptotic 

value for the beta coefficient without having to replicate the full 

intervalling effect study involving the first and second passes (e.g., for a 

stock where too short a calendar period of data is available). This can be 
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done from a single first pass regression for any value of L for stock k and 

from knowledge of the third pass intervalling effect - thinness relatationship 

embodied in eq.(6) (which we shall now assume to have been previously estimated 

without use of data on this particular stock k). We shall use the terni 

inferred asymptotic beta, denoted by b k 	, for this estimate of stock m5 

beta. 

It should be noted that the first and second pass regressions, based on 

eqs. (3) and (4), are run on a stock-by-stock basis. Thus, the empirical 

results reported in Section 4 really constitute 50 separate and independent 

tests of the first and second pass regressions. However, the third pass 

regession, based on eq. (6), is a cross-sectional regression which uses data 

ail stocks in our sample. If the coefficients from eq. (6) estimated from the 

cross-section of all 50 stocks were then used to obtain inferred asymtotic 

betas, since data pertaining to stock k would have been used in the 

cross-sectional third pass regression whose coefficients, in turn, are used 

obtain the calculated asymptotic beta for stock k. Second, since only one 

cross-sectional sample would have been used to estimate the third pass 

regression, there would be no way of knowing how robust the results would be 

for different samples of stocks. 

Fortunately, there is a way of overcoming both of these drawbacks which 

makes efficient use of all our available data and produces "almost unbiased" 

'nt 
(see Lachenbruch (1967)1 results. This involves transfong the original 

sample of stocks into a sequence of hold-out samples, each of which is obtained 

by deleting one stock from the cross-section used to estimate the third pass 

regression. This approach to obtaining hold-out samples is analogous to an 

approach used by Lachenbruch (1967) and Lachenbruch and Mickey (1968) for 

discriminant analysis and by Allen (1971, 1974) fo.: regression analysis. We 



10 

use 50 different third pass regressions, each based on a different set of 

stocks. 

Specifically, for each stock k, we run the regression 

2b = b. 	 . = a. + 3bk  ln V. + 3e 3 x 	 3 	 (7) 

that is based on eq. (6) but includes only the 49 observations j = 1,... 

k-1, k+1, ..., 50. By using the estimated coefficients from eq. (4), equating 

the error terra to zero, and rearranging, we have 

2
a
k 1 
=b

kL 2 
-b

k
L
-n 	

(8) 

Since the regression coefficients 3ak  and 3bk estimated from eq. (7) 

were not obtained by use of any data pertaining to stock k, it is legitimate to 

use these coefficients and eq. (7) to infer a value for 2bk as follows: 

b 	a. + 3bkln V
k 2 k 	3 x 	 (9) 

Substituting eq. (9) into eq. (8) we obtain the inferred asymptotic beta for 

stock k: 

A 
b
k 
= 

1
b
kL 

- (
3x 

 + 
3
b
k 

ln Vk)L 
n 

(10) 

4. Empirical Results  

4.1 Regression Results for the First Pass. Results for the first pass 

regressions based on eq. (3) are summarized in Table 1. The average value of 

the estimated betas tends to fall as the length of the differencing interval
5 

is shortened (first row). However this is not the case for ail securities in 

the sample, as will be shown in Section 4.2. There is a slight increase in the 

standard error of the estimated betas as L increases (second row). The average 

t-statistic falls as L rises (third row), since the number of observations 
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diminishes; for elaboration see Hawawini (1977). The fourth and fifth rows 

give the across-firms minimum and maximum estimated beta coefficients, 

respectively. The average R-square deteriorates as L is shortened (sixth row) 

a result explained by Schwartz and Whitcomb (1977) and Hawawini (1980). The 

seventh and eighth rows give the minimum and maximum values for R-square, 

A 
respectively. Ail intercepts lai in eq. (3) were insignificantly different 

from zero at the .05 level of significance. 

4.2 Regression Results for the Second Pass. Results for the second pass 

regressions based on eq. (4) and using the positive power n = 0.8 are presented 

in Table 2.6 Note that for the majority of securities, the estimated 

slope 2bj is negative; thus (see section 3.2) estimated betas tend to rise 

as L increases. Some securities yield estimated slopes 2bj insignificantly 

different from zero. The security with the largest market value in the sample, 

number 50 (Eastman Kodak), has a significantly positive beta-L relationship. 

This conforms to the theoretical model (CHMSW (1981); by our sample selection 

procedure, we would expect few of our stocks to be thicker than the weighted 

average of S&P 500 stocks. 

The estimated asymptotic betas are given by the estimated intercepts 

2a
A  
j in eq. (4) and are reported in the first column of Table 2. Note their 

high t-statistics compared to L-day betas (see Table 1, third row). 

4.3 Comparison of L-day Betas and Asymptotic Beta. Table 3 contains the 

cross-correlation matrix for estimated and asymptotic betas. The high values 

of the cross-correlation coefficients indicate that a security which exhibits 

high estimated beta for a given length L of the differencing interval tends to 

retain this characteristic when L is changed or in the limit when L is taken to 

infinity. Not unexpectedly, we usually observe slightly higher correlations 

for adjacent lengths of the differencing interval L than for nonadjacent values 
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of L. Asymptotic betas are highly correlated with L-day estimated betas, with 

somewhat higher correlations for large L. 

In Table 4, mean-square "errors" are given for estimated L-day betas 

compared to their respective estimated asymptotic betas. The mean-square error 

coefficient is computed as follows: 

50 
MSE (

1
b
jL
) = E( 

1
b 
jL
- 
2
a
A 

 j
)
2 
 /50 	 (11) 

j=1 

The MSE tends to decrease as the length of the differencing interval 

increases. 

Tables 3 and 4 indicate that for our sample, the intervalling-effect bias 

in beta is substantiel for differencing intervals up to 10 days. This, in 

turn, suggests that price-adjustment delays are nontrivial, and may even extend 

over a day or more.7 

4.4 Impact of Intervallin9 Effect Adjustment on Cross-Sectional Beta -  

Relationship. Although financial theory suggests no a priori relationship 

between beta and firm size [see Bowman (1979)], a recent paper in the 

industrial organization literature (Sullivan (1979)] suggests that, to the 

extent that large size is associated with market power, large firms may have 

smaller betas, ceteris paribus. Such a relationship would be obscured in 

short-interval data, however, by the delayed price-adjustment bias, so it is 

of interest to estimate the beta - V relationship using, in turn, unadjusted 

one-day interval and asmptotic beta estimates. More importantly for our 

present purposes, this also provides some evidence as to whether the 

intervalling effect adjustment is trivial or meaningful. 

Our theory (and the results so far) would lead us to expect that the 

intervalling-effect adjustment would increase the smallest firms' betas the 
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most, thereby rotating the estimated cross-sectional beta - V relationship 

clockwise. This is what we find. Table 5 reports the results of three 

regressions, each with the natural logarithm of Vj as the independent 

variable. With unadjusted one-day beta as the dependent variable, the 

coefficient is insignificant; but the asymptotic beta estimate is significantly 

negatively related to ln Vj (although ln Vj not surpisingly explains only a 

small part of the variance in 2aj). Evidence that the intervalling-effect 

adjustment has a meaningful impact on the beta - V relationship is provided by 

A A A 
regressing the adjustment ratio ( b - a )/ a.on ln V. The slope 

1 
(b.-2a 

 2 j 2 3 

coefficient is positive and highly significant. 

Our finding that the intervalling-effect adjustment rotates the beta 

relationship clockwise is consistent with with the findings of Scholes-Williams 

and Dimson. However, we find a negative adjusted beta - V relationship, while 

Dimson finds no association and Scholes-Williams find that their consistent 

estimators remain larger for portfolios containing more frequently-traded 

securities. Whether the explanation for these differences lies in the 

magnitudes of the beta adjustments, the firm size measures used, or the nature 

of the samples, is unclear.8 

4.5 Regression Results for the Third Pass. The estimated intervalling- 

A 
effect coefficients, 2bj were regressed on the logarithm of the market 

value of shares outstanding for the cross-sectional sample of all 50 securities 

as specified in eq. (6). All 50 securities were used (as opposed to the 

Lachenbruch holdout sample procedure reported in Section 4.6 below) so as to 

provide a single estimate for our entire sample; the estimated coefficients 

could be used to infer asymptotic betas in a different sample of securities. 
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A 
2bj = 	-2.637 + .181 ln V. 3 

(-11.462) (9.670) 

R2 = .6608 

DWS = 2.091 

(12) 

where it should be recalled that Vj is measured in thousands of dollars. Eq. 

(12) is the estimated intervalling effect-thinness relationship. The slope has 

the predicted positive sign, and both the estimated intercept and slope are 

significantly different from zero as indicated by the t-statistics given in 

parantheses. The single variable in Vj explains approximately two-thirds 

A 
the variation in the dependent variable 2bj. All told, these results are 

quite striking for a third pass regression based on cross-sectional data. 

4.6 Calculation of the inferred Asyrnptotic Betas and Comparisons with  

L-day Betas and Estimated Asymptotic Betas. Applying the procedure discussed 

in Section 3.5, the inferred asymptotic beta of security k for L = 1 is given 

by: 

A* n A A 
b
k 

= 
1
b
k1 

- ( 
3  ak 	3 

+ b
k 
 ln V

k) 	 (13) 

using eq. (10) for L = 1. The inferred asymptotic betas are reported in the 

last column of Table 6. Also reported in Table 6 are the estimated 

coefficients 3ak  and 3bk from the third pass regressions excluding k, 

based on eq. (7). 

Inferred asymptotic betas based on daily betas are good estimators of 

estimated asymptotic betas with an MSE of .059 as shown in Table 4. They are 

highly correlated with estimated asymptotic betas (.920 in Table 3) as well as 

with estimated L-day betas as shown in Table 3. The holdout sample procedure 

that we applied makes efficient use of all available data and produces almost 

unbiased results. Our results presented in Table 6 indicate that the 
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coefficients of the third pass regression are reasonably stable over different 

(albeit overlapping rather than independent) samples of NYSE stocks during the 

period 1970-1973. We do not know, however, if they would be similarly stable 

over a different universe of stocks and/or different calendar periods.10 

5. Conclusion 

In this paper we have presented tests of our CHMSW (1980, 1981) model that 

treats the impact of various price-adjustment delays on the measurement of 

beta. Our model assumes that "true" returns are generated by an underlying 

unbiased process, and it implies that a security's delayed price-adjustment 

bias (the extent to which the beta calculated using observed transaction price 

data differs from the beta for the "true" underlying returns generation 

process) will tend to vanish as the differencing interval is lengthened. Our 

formulation also suggests that, for a given differencing interval, true beta 

will be underestimated for securities with relatively long price-adjustment 

delays (i.e., for securities with small market values), while, for securities 

with relatively shorter price-adjustment delays than those of the average 

security in the market index, beta will be overestimated. 

Our empirical tests have generated results that conform well to our 

theoretical expectations. 	Our test design consists of three regress 

passes. In the first pass, betas are estimated for 14 different values of the 

differencing interval, L, for each of 50 NYSE common stocks. The second pass 

regressions relate beta to L for each security. The second pass slope 

en. 
coefficient measures the strength of the intervaling effect and the 4tercept 

is an estimate of the asymptotic value of beta that is approached as L is 

increased without bound. Then, the third pass is a cross-sectional test that 

estimates the intervalling-effect-thinness relationship by regressing the slope 

of the second pass regressions on the value of shares outstanding for the 



16 

stocks in the sample. The significance of the third pass test strongly 

confirms the presence of a delayed price adjustment, and shows that market 

value is a major determinant of its magnitude and direction. 

The analysis also suggests two new approaches to eliminating the delayed 

price-adjustment bias, and hence to obtaining more meaningful beta estimates 

from very short period (e.g., daily) returns data. The first, which is based 

on the second pass regressions, is to estimate the asymptotic value for beta 

that is approached as L is increased without bound. The adjustment a appears 

be substantial: a cross-sectional regression shows that the proportional 

difference between unadjusted one-day beta estimates and estimated asymptotic 

betas is a significantly related to the logarithm of value of shares 

outstanding. The other approach, based on the third pass regression, uses the 

intervalling effect-thinness relationship to "correct" a stock's short period 

beta by taking account of that stock's value of shares outstanding. 

The close association we have observed between the inferred asymptotic 

betas obtained via the latter approach using a Lachenbruch holdout sample 

procédure and the estimated asymptotic betas obtained by the former, gives us 

additional confidence that both correction methods improve the quality of beta 

estimates obtained from short period data. The comparative value of the second 

approach, which is based on the intervalling effect-thinness relationship, is 

that just one time series regression, based on short period data, need be run 

for a security. That is, with this method, the only additional information 

beyond the cross-sectional intervalling-effect-thinness relationship needed to 

adjust the estimated short period beta is the aggregate market value of that 

security. 
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FOOTNOTES 

An earlier version of this paper was presented at the Annual National 
Meeting of the American Finance Association in Chicago, August 29-31, 1978. WE 
wish to thank our discussant, Richard W. Lang (Federal Reserve Bank of St. 
Louis) for his helpful comments. 

1. Early evidence that average betas of European securities fall as the 
differencing interval is shortened is reported by Altman-Jacquillat-
Levasseur (1974) and Pogue-Solnik (1974). Direct evidence of an 
intervalling effect on beta for ordinary rates of return is reported by 
Smith (1978) and for continuously-compounded growth rates by Scholes-
Williams (1977), Hawawini (1977, 1980), Hill-Schneeweis (1979), and Dimson 
(1979). The intervaling effect is simpler, both empirically and 
theoretically, for continuously compounded returns [see Hawawini (1980)]. 

2. See Sunder (1980) for evidence on distributional instability and for 
extensive references. 

3. A corollary states a consistent estimator that generalizes the 
Scholes-Williams (1977) estimator and corrects Dimson's (1979). We do not 
implement that estimator here, primarily because of the efficiency loss 
due to measurement error when reasonable values of N are used. 

4. Market value of shares outstanding is measured at the midpoint of the four 
year sample period in order to obtain values close to their actual average 
over the four years. 

5. For compactness, results for the other values of L were anitted from the 
tables. These omissions do not affect the interpretation of the results. 

6. Regressions were run with values of n = 0.1, 0.2, 0.4, 0.5, 0.6, 0.7, 0.8, 
0.9, 1.0, 1.2, 2.0. As n dropped the average value of R-square improved 
and that of the Durbin-Watson Statistics increased from a value smaller 
than 2 to a value larger than 2. The best average value of the Durbin-
Watson Statistics (i.e., closest to 2) was found at n = 0.8, the power 
that was selected. 	A two-variable regression was also run with L-1  
and L-2  as independent variables. The goodness-of-fit was poorer than 
that of a single-variable regression with L-1  as the independent 
variable. 

7. For a discussion of the causes of price-adjustment delay and why it may be 
lengthy, see CHMSW (1980). Note that the impact on beta of any 
price-adjustment delay will be longer than the length of the delay itself 
when the observations are temporally contiguous. The effect, however, 
decays rapidly with increases in the differencing interval once the 
interval exceeds the length of the maximum price-adjustment delay. 

8. Our cross-sectional aymptotic beta - V results are consistent with the 
findings of Beaver-Kettler-Scholes (1970), Ben-Zion-Shalit (1975), 
Thompson (1976), and Sullivan (1978), ail of which used long-interval 
betas although the size measures differ considerably. 
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9. Regressing2bionViratherthanonln. V)  produced an estimated 
equation with significant coefficients and the predicted sign but with a 
smaller R-square (.3150). Other proxies for thinness, such as number of 
shares traded and the logarithm of number of shares traded, were 
alternatively used as independent variables. The results were similar, 
but not quite as strong. 

10. It would not be meaningful to use inferred asymptotic betas in 
cross-sectional regressions in in V (as we did with estimated asymptotic 
betas in Section 4.4) since In V was used in calculating inferred 
asymptotic beta in the first place. 
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TABLE 1  

SUMMARY STATISTICS FOR FIRST PASS REGRESSIONS  

r. 	
r3L ljL ljL 141 

L(days) 1 2 3 4 5 10 15 20 
( e  2aj 

(pel)f 
3 

Avg(
1
b
jL )

d 
.9b3 1.047 1.036 1.072 1.140 1.262 1.307 1.381 1.334 1.396 

cr(1i;jL)  .462 .471 .466 .472 .486 .525 .564 .624 .571 .566 

Avgt(îjL)a 10.478 9.380 7.901 7.662 7.537 6.439 5.535 5.531 22.057 

Min(1fIjOb  .279 .245 .270 .239 .327 .374 .334 .253 .348 .542 

Max(1f;jL)c.  2.144 2.202 2.184 2.229 2.403 2.844 2.887 2.950 2.929 2.780 

Avg(R2) .1095 .1644 .1756 .2023 .2361 .3048 .3283 .4045 

Mln(R2) .0204 .0456 .0557 .0655 .0767 .0955 .0700 .1714 

Max(R2) .3916 .4861 .4978 .5171 .5081 .5248 .5963 .6973 ---- 

Notes: 
a. Ail 1âjL  are insignificantly different from zero at the .05 significance level. 

b. Ail Min (1jL)  belong to the same company (Union Electric). 

c. Ail Max (1jL)  belong to the same company (Monogram Industries). 

d. All averages are for 50 securities. 

e. Estimated asymptotic betas [see eq. (4)]. Included for conyenience; see Table 2. 
f. Inferred daily asymptotic beta [see eq.(13)]. Included for convenience; see Table 6. 
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Notes: 1. Asterisks indicate coefficients not significantly different 
from zero at the .05 significance level. 
* 

2. b, data included for convenience; cee Table 6. 
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CROSS CORRELATION MATRIX FOR ESTIMATED BETAS 
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TABLE 4  

MEAN-SQUARE ERRORS FOR ESTIMATED BETASa  

l i'j,1 1j,2 lf;j,3 1£j,4 1j,5 .1,5 1j,10 
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Notes: 

a. Mean-Square Errors are computed according to eq. (11) and analogous equations. 

2aj  - estimated asymptotic beta coefficient isee eq.(4)]. 

inferred daily asymptotic beta coefficient [see eq.(13)]. 
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RESULTS OF BETA - V REGRESSIONS  
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SUMMARY STATISTICS FOR THIRD PASS REGRESSIONS 
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