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Abstract

This paper develops methods to compute performance measures in a specific type of loss system with multiple classes of customers sharing the same processor. Such systems arise in the modeling of a call center, where the performance measures of interest are the blocking probability of a call and the reneging probability of customers that are put on hold. Expressions for these performance measures have been derived in previous work by the authors. Given the difficulty of computing these performance measures for realistic systems, this paper proposes two different approaches to simplify this computation. The first method introduces the idea of multi-dimensional convolutions, and uses this approach to compute exact blocking and approximate reneging probabilities along with bounds on the latter probabilities. The second method establishes an adaptation of the Monte Carlo summation technique in order to obtain good estimates of blocking and reneging probabilities in large systems along with their associated confidence intervals.
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1 Introduction

Loss systems arise in the modeling of telecommunication and data networks, as well as certain service and manufacturing operations. This paper considers a particular type of loss system that has emerged from a study of call center operations in financial service firms (Akşin and Harker 1996a). While this is the application that motivates the analysis herein, loss systems with similar characteristics are encountered elsewhere in the modeling of telecommunication systems (Ross 1995; De Waal and Van Dijk 1991). The distinguishing features of the model are (i) the presence of multiple resources that define capacity, (ii) multiple call types that result in multiple access channels, and (iii) the handling of calls that follow a processor sharing discipline. The growing importance of product and service customization, the extensive use of technology that automates parts of operations, and the trend in consolidating information systems (i.e., data warehousing) motivates the multi-class, multi-resource, processor-shared characteristics of the model described herein.

As the application of the model to the call center management problem in Akşin and Harker (1996a,b) indicates, the use of the model to determine performance is restricted by one's ability to compute performance measures in large systems. The presence of normalization constants in the expressions for blocking and reneging probabilities gives rise to summations over typically very large state spaces, eliminating the possibility of computation via brute-force methods. This paper addresses this problem by describing two different approaches to develop effective and efficient computational schemes for the normalization constants.

In earlier literature, several approaches have been adopted to deal with this problem. Buzen (1973), Lam and Lien (1983), Reiser and Kobayashi (1975) tackle the problem by using specialized recursive algorithms in the context of certain queueing networks. Exploiting
special structures in specific loss networks, Kaufman (1981), Roberts (1981), and Tsang and Ross (1990) develop efficient combinatorial algorithms to compute normalization constants and blocking probabilities. The use of integral representations and their asymptotic expansions constitutes the basic idea for the technique developed by McKenna et al. (1981) and Mitra (1987). Ross and Wang (1992) demonstrate an application of Monte Carlo summation and importance sampling to product-form summations; it turns out that this method can be successfully applied to a diverse set of networks with product-form solutions.

The analysis in this paper will follow the combinatorial approach in Tsang and Ross (1990) as well as the Monte Carlo summation approach in Ross and Wang (1992). After a brief overview of the model in Section 2, the two methods for computing performance measures will be explored. In particular, Section 3 shows that the expressions for blocking probabilities can be transformed into a function of single or multi-dimensional convolutions, which then enable the use of convolution based computational algorithms. An approximation for the computation of renege probabilities that makes use of a scheme involving convolutions is then proposed. In Section 4, it is shown how one can implement the Monte Carlo summation method in the context of the loss model described in this paper. Section 5 provides numerical examples that compare renege probabilities obtained by the approximation and by the Monte Carlo Summation method to exact renege probabilities for small systems. The paper ends with a discussion of future research directions.

2 Preliminaries

The operations of a phone center has been modeled earlier in Akşin and Harker (1996a). Capacity of this phone center is a stochastic entity, which is a function of demand and resource allocations. Resources that jointly determine capacity are human resources in the
form of service agents, telecommunication resources such as phone lines and VRUs (voice response units), and information technology resources. A customer call will require the availability of a phone line, through which the call can gain access to a service representative or a VRU. At the same time, the representative will need access to certain applications or databases in order to provide the requested services. The distinguishing characteristic of the model is the information processing resource that is shared across multiple call types. As call centers have increased the intensity with which they use this resource, its role in determining system capacity has become critical.

In the sequel, this multi-channel queueing system with processor sharing is used as the performance model for a phone center. The specific assumptions underlying the proposed performance model are summarized below. The reader is referred to Akin and Harker (1996a) for a detailed exposition and analysis of this model. Three different ways of measuring performance can be used, each based on different assumptions regarding customer behavior and the system configuration. In the basic case, which is called the loss system, it is assumed that customers are extremely impatient. Hence, any customer who cannot initiate service immediately will leave the system. It is assumed that all customers who leave are lost demand and will not retry until their next transaction. In this configuration of the system, the number of trunks or phone lines are equal to the number of service representatives. Next, consider a system which may have phone lines in excess of the number of service representatives. Upon arrival of a call, if all trunks are taken, the customer receives a busy signal and leaves the system. On the other hand, if a trunk is available but all agents are busy, the customer is put on hold. The case which assumes that customers on hold will always wait for service initiation is called the queueing system. While some customers wait until an agent becomes available, some customers may exhibit impatience and leave the
system while on hold before service initiation. This loss of customers is labeled as reneges and the system is called the *system with reneges*. For many inbound call centers, the renege system will constitute the most realistic model.

Consider a phone center with $K$ access channels. Each access channel consists of $T_k$, $k = 1, \ldots, K$ phone trunks and $S_k$, $k = 1, \ldots, K$ service agents specializing in product line $k$, with $T_k \geq S_k$. Customers arrive at the various access channels with an arrival rate of $\lambda_k$, where arrivals in each channel are independent of each other and the arrival process is assumed to be Poisson. Upon service initiation, the service representative will need access to the information system. This joint pool of information technology is capable of processing all transactions from different customers simultaneously. Notice that during times of high congestion, such central information systems respond with longer processing times. In other words, service times in the system are a function of the total number of customers being served in all channels. This characteristic is modeled as a processor sharing service discipline.

Let the information system be considered to be a single server that processes at a constant rate of one service unit per unit time. Assume that each customer in class $k$ with $k = 1, \ldots, K$ has a service requirement that is exponentially distributed with an average of $1/\mu_k$. Then, letting $n = (n_1, n_2, \ldots, n_K)$ denote the state vector, with $n_k$ being the number of customers of class $k$ in the system, the state dependent service rate for class $k$ customers in the processor-shared system takes the form

$$\mu_k(n) = \frac{n_k \mu_k}{n_1 + \ldots + n_K}$$

for the loss system, and the form

$$\mu_k(n) = \frac{\min(n_k, S_k) \mu_k}{\min(n_1, S_1) + \ldots + \min(n_K, S_K)}$$

for the queueing system and the system with reneges. Note that the model assumes simulta-
neous use of the service representative and the information processing resource throughout
the duration of the call. While in its basic form, as considered in this paper, it is assumed that
the labor content and computer content of a call are equal to each other, a minor modification
of the state dependent service rate allows for the case of call centers where the computer
content of a call is less than its labor content. This case is discussed in more detail in Aksin
and Harker (1996a). Define \( \pi(n) \) as the equilibrium probability of being in state \( n \) (i.e., of
having \( n_k \) customers of class \( k \) in the system). Define the sets \( A = \{ n \in Z^K_+ : n_k \leq T_k \} \)
and \( A_k = \{ n \in A : n_k < T_k \} \), where \( Z_+ \) denotes the nonnegative integers. Finally, \( e_k \) is a
\( K \)-dimensional vector of zeros with a one in its \( k^{th} \) position and \( 0 \) is a \( K \)-dimensional vector
of zeros.

In order to characterize the performance of the phone center, one must establish the
behavior of the system in steady state. To this end, one must first determine the equilibrium
distributions, \( \pi(n) \), for the two systems being considered. In general, this distribution takes
the form

\[
\pi(n) = \frac{\psi(n)}{\sum_{n \in A} \psi(n)}
\]

where \( G = \sum_{n \in A} \psi(n) \) is known as the normalization constant. For the derivation of equilib-
rium distributions in the loss and renege systems, the interested reader is referred to Aksin
and Harker (1996a); these results are presented below without proof. For the loss system,
one obtains the equilibrium distribution as

\[
\pi(n) = \frac{1}{G} (n_1 + \ldots + n_K)! \prod_{k=1}^{K} \frac{(\rho_k)^{n_k}}{n_k!}
\]

where \( \rho_k = \lambda_k / \mu_k \). For the queueing system, using the convention that \( \sum_a^b x = 0 \) and
\( \prod_a^b x = 1 \) if \( b < a \), this expression takes the form

\[
\psi(n) = (\sum_{k=1}^{K} \min(n_k, S_k))! \prod_{k=1}^{K} \left\{ \frac{(\rho_k)^{n_k} (\sum_{k=1}^{K} \min(n_k, S_k))(n_k - S_k)^+}{(\min(n_k, S_k))!(S_k(n_k - S_k)^+)} \right\}
\]
where
\[ a^+ = \max(0, a). \]

For the reneging system, the added customer loss due to call abandonments while on hold needs to be incorporated. To this end, the time a customer waits in queue \( k \) is assumed an exponential random variable with rate \( \alpha_k \). This implies a renege rate of \( r_k(n_k) = \alpha_k(n_k - S_k)1(S_k < n_k \leq T_k) \) for \( k = 1, \ldots, K \). Letting \( \tau_k(j, n) = \mu_k \min(j, S_k) + r_k(j)(\sum_{k=1}^{K} \min(n_k, S_k)) \) for more compact notation, it can be shown that
\[
\psi(n) = \left( \sum_{k=1}^{K} \min(n_k, S_k) \right)! \prod_{k=1}^{K} \frac{\lambda_k^{n_k} (\sum_{k=1}^{K} \min(n_k, S_k))^{(n_k-S_k)^+}}{\prod_{j=1}^{n_k} \tau_k(j, n)}.
\] (4)

The equilibrium distribution is then given by
\[
\pi(n) = \frac{\psi(n)}{\sum_{n \in \mathcal{A}} \psi(n)}.
\]

Given the equilibrium distributions, the next step is to determine revenue losses that result from congestion in the system. To this end, certain performance measures need to be established. Specifically, one would be interested in determining the probability of a customer being blocked upon arrival, as well as the loss that occurs due to reneging. In general, blocking probability in channel \( k \) is given by
\[
B_k = 1 - \frac{\sum_{n \in \mathcal{A}_k} \pi(n)}{\sum_{n \in \mathcal{A}} \pi(n)}.
\] (5)

Reneges are the second source of customer loss, made up by the portion of customers that are lost after entering the system. Denote the long-run probability of renege for a customer of type \( k \) by \( R_k \). Then,
\[
R_k = \sum_{n \in \mathcal{A}} \frac{\pi(n) \tau_k(n_k)}{\sum_{k=1}^{K} (\mu_k(n) + r_k(n_k) + \lambda_k)}.
\] (6)

Note that obtaining these probabilities requires the calculation of a normalization constant \( G \), which involves summing the expressions given in equations (2), (3), and (6), over a
state space that can typically be very large. The following two sections address this difficulty and develop computational schemes that significantly reduce the complexity of determining performance measures in these loss systems.

3 Calculating Performance Measures Using Convolutions

In this section, appropriate transformations to the expressions for $G$ in the loss and queueing systems will be made, enabling the implementation of a convolution based algorithm. For the reneging system, a similar analysis based on the idea of multi-dimensional convolutions yields exact results for blocking probabilities and an approximation for reneging probabilities. This section will demonstrate why obtaining exact results for reneging probabilities can be computationally very difficult, making the use of an approximation desirable. Bounds on exact renege probabilities are also provided.

3.1 The Loss System

Let us start by analyzing the performance of the loss system. Recall that the normalization constant is given by $G = \sum_{n \in \mathcal{A}} \psi(n)$. Similarly, define $G_k = \sum_{n \in \mathcal{A}_k} \psi(n)$; then, the blocking probability of a type $k$ customer can be written as

$$B_k = 1 - \frac{G_k}{G}. \tag{7}$$

Let $\otimes$ denote the convolution operator. Also, define the total number of service agents in the system as $S = \sum_{k=1}^{K} S_k$ and total number of trunks as $T = \sum_{k=1}^{K} T_k$. The convolution of
two vectors $g_1 = [g_1(0), g_1(1), \ldots, g_1(S)]$ and $g_2 = [g_2(0), g_2(1), \ldots, g_2(S)]$ is given by

$$[g_1 \otimes g_2](s) = \sum_{j=0}^{s} g_1(j)g_2(s-j), \quad s = 0, 1, \ldots, S. \quad (8)$$

Using these definitions, if

$$g_k(s) = \frac{P_k^s}{s!}1(s \leq S_k), \quad (9)$$

then the sum of equation (2) over the entire state space can be written as

$$G = \sum_{s=0}^{S} s![g_1 \otimes \ldots \otimes g_K](s). \quad (10)$$

A similar simplification leads to the expression

$$G_k = \sum_{h=0}^{S_k-1} g_k(h) \sum_{s=0}^{S-1-h} (h+s)!g_{(j)}(s), \quad (11)$$

where $g_{(k)}$ denotes the convolution of all vectors $g_j$ with $j = 1, \ldots, K$ and $j \neq k$.

Consider a system where $S_k = \bar{S}$ for all $k$. Then, calculation of blocking probabilities using a brute-force summation to determine the normalization constant requires a computation of order $O(K^2 \bar{S}^K)$. This computation clearly grows exponentially in problem size.

Let us now consider a binary tree implementation of the convolution algorithm to compute blocking probabilities (Tsang and Ross, 1990). Without loss of generality, let $K = 2^{l-1}$ for any integer $l$. Using the convolution scheme, and noticing that $\sum_k S_k = K\bar{S}$, computation of blocking probabilities becomes of order $O(K(K\bar{S})^2 \log K)$ or $O(K^3(\bar{S})^2 \log K)$.

### 3.2 The Queueing System

For the queueing and renege systems, the “min” term in the expression for state dependent service rates, $\mu_k(n)$, creates difficulty when one tries to collapse the multiple summations for each class into a single summation as in (10). In particular, note that the terms involving $\sum_{k=1}^{K} \min(n_k, S_k)$ cannot be put in a product form, hence preventing a separation by class as
required for the convolution scheme. Furthermore, given the total number of customers in
the system \( s \), it is not obvious what will be the value of the expression \( \sum_{k=1}^{K} \min(n_k, S_k) \).

To overcome this difficulty, introduce an additional dimension in our convolution operator.
Note that for the loss system, the vectors that are convolved \( (g_k(s)) \) are indexed by \( s \), the
total number of customers in the system. For the queueing system, define vectors that are
indexed by two numbers \( s \) and \( b \), where the latter will denote the total number of customers
on hold. This definition allows one to extend the idea used for the analysis of the loss system
to that of the queueing system, as described below.

Partition the state space such that

\[
\mathcal{A}_{sb} = \{ n \in \mathcal{A} : \sum_{k=1}^{K} n_k = s, \sum_{k=1}^{K} (n_k - S_k)^+ = b, s > b \};
\]

that is, the set of states for which there are exactly \( s \) customers in the system and exactly \( b \)
of these are on hold. Based on the earlier definition, one has

\[
\mathcal{A} = \bigcup_{b=0}^{T-S} \bigcup_{s=b}^{T} \mathcal{A}_{sb}.
\]

Recall that the normalization constant is given by

\[
G = \sum_{n \in \mathcal{A}} \psi(n).
\]

Then, using the definition for \( \mathcal{A}_{sb} \), this can be restated as

\[
G = \sum_{b=0}^{T-S} \sum_{s=b}^{T} \sum_{n \in \mathcal{A}_{sb}} \psi(n).
\] (12)

Recalling the expression for \( \psi(n) \) and the fact that \( \sum_{k=1}^{K} \min(n_k, S_k) = s - b \) for all \( n \in \mathcal{A}_{sb} \),
(12) can be rewritten as

\[
G = \sum_{b=0}^{T-S} \sum_{s=b}^{T} (s - b)! (s - b)^b \sum_{n \in \mathcal{A}_{sb}} \prod_{k=1}^{K} \frac{(\rho_k)^{n_k}}{(\min(n_k, S_k))! (S_k)^{(n_k - S_k)^+}}.
\] (13)
It is now clear that the innermost summation in (13) can be expressed as a convolution just as in the case for the loss system. To this end, redefine the convolution operator given in (8), so that one has a two dimensional convolution

\[
[g_1 \otimes g_2](s, b) = \sum_{n=0}^{b} \sum_{j=n}^{s} g_1(j, n)g_2(s - j, b - n), \quad s = 0, 1, \ldots, T, \quad b = 0, 1, \ldots, T - S. \quad (14)
\]

Similarly, (9) is redefined as

\[
g_k(s, b) = \begin{cases} \frac{s^k}{s!} & \text{if } s \leq S_k, \text{ and } b = 0 \\ \frac{s^k}{S_k!} & \text{if } S_k < s \leq T_k, \text{ and } b \leq T_k - S_k \\ 0 & \text{otherwise}. \end{cases} \quad (15)
\]

Using the new definitions for \(g_k(s, b)\), and the convolution operator in (14) within the first two summations in expression (13), one obtains the normalization constant for the queueing system as

\[
G = \sum_{b=0}^{T-S} \sum_{s=b}^{T} (s - b)! (s - b)^b [g_1 \otimes \ldots \otimes g_K](s, b). \quad (16)
\]

An analogous argument allows one to state the corresponding \(G_k\) as

\[
G_k = \sum_{m=0}^{(T_k-S_k-1)(T_k-1)} \sum_{h=m}^{(T-S-m-1)(T-1-h)} g_k(h, m) \sum_{n=0}^{(j+h-m-n)!} (j+h-m-n)^{n+m} g_k(j, n). \quad (17)
\]

While this computation is more complex than the one that is required for the loss system, one would nevertheless expect it to perform better than a brute-force summation for growing problem size. To compare the two, consider a system where \(T_k = \bar{T}\) for all \(k\). For the brute-force computation, the complexity can be expressed as \(O(K^{2\bar{T}K})\). The same computation using the convolution scheme, again with a binary tree implementation, is easily seen to be of order \(O(K(\bar{T}\bar{T}(\bar{T} - K\delta))^2 \log K)\) or equivalently \(O(K^5(\bar{T} - \delta)^2 \log K)\). Note that while this does not grow exponentially in \(K\), performance does deteriorate rapidly for large \(K\). One may need to resort to a different approach to deal with larger problems; one potential method will be explored in Section 4.
3.3 The System with Reneges

Calculation of blocking probabilities in the renege system require summations involving the expression in (4). Again, observe the presence of the same complicating terms encountered in the case with no reneges. In addition to these terms, observe that \( \tau_k \) is defined as a function of \( \sum_{k=1}^{K} \min(n_k, S_k) \), making the expression further non-separable as a product in \( k \). It will now be demonstrated how the idea used for the queueing case can be implemented in the renege case. This time, it is convenient to introduce a third dimension \( p \), denoting the number of customers in service in the entire system (all classes). The vectors \( g_k \) are now defined as

\[
g_k(s, b, p) = \begin{cases} \prod_{j=1}^{K} \tau_k(j, p) & \text{if } s \leq T_k, \ b \leq T_k - S_k, \ (s - b)^+ \leq p \leq S \\ 0 & \text{otherwise}, \end{cases}
\]

(18)

where

\[
\tau_k(j, p) = \begin{cases} \mu_k \min(j, S_k) + r_k(j)p & j \leq T_k, \ j \leq p \leq S \\ 1 & \text{otherwise}. \end{cases}
\]

The convolution operator for this case takes the form

\[
[g_1 \otimes g_2](s, b, p) = \sum_{n=0}^{b} \sum_{j=n}^{s} g_1(j, n, p)g_2(s - j, b - n, p),
\]

\[
s = 0, 1, \ldots, T, \ b = 0, 1, \ldots, T - S, \ p = 0, 1, \ldots, S.
\]

Note that this is identical to (14) except that we now have to perform a convolution for each \( p = 0, 1, \ldots, S \). The expressions for \( G \) and \( G_k \) take a similar form to those in the queueing case; however, one now uses the revised definition of the convolution operator. Specifically, we get

\[
G = \sum_{b=0}^{T-S} \sum_{s=b}^{T} (s - b)!(s - b)^k[g_1 \otimes \ldots \otimes g_K](s, b, s - b),
\]

(19)
and

\[
G_k = \sum_{m=0}^{(T_k-S_k-1)(T_k-1)} \sum_{h=m}^{(T-S-m-1)(T-1-h)} g_k(h, m, h - m) \sum_{n=0}^{(J)!(J)^{n+m}} g(k)(j, n, j - n),
\]

where \( J = j + h - m - n \). The argument used to derive these expressions parallels that for the queueing case and is not repeated here. The complexity of calculating blocking probabilities using a binary tree implementation becomes \( O(K^6(T^6 - S)^2\log K) \).

For all three systems, one has been able to transform the expressions for the normalization constants \( G \) and the term \( G_k \) into summations of a vector of convolutions. Refined convolution algorithms that exploit the similarity between the computation required to determine \( G \) and \( G_k \) have been developed by Tsang and Ross (1990). A straightforward adaptation of their algorithm which uses a binary tree implementation can be used to compute blocking probabilities. Their numerical experiments indicate that while this is not the fastest method in terms of CPU time required, it seems to be the most reliable in terms of numerical errors. Since the ultimate goal of the proposed model is that it be used within an optimization model, as in Akin and Harker (1996c), it is important to choose the implementation with the least potential for such numerical errors. Other implementations are possible for other applications. The complexity analysis given above indicates that the performance of the algorithms deteriorates fast in the number of classes for the queueing and renege cases. Depending on the problem sizes one needs to deal with, and the desired computational times, one may need to refine these algorithms or resort to a non-exact computation using Monte-Carlo summation.

Reneges are the second source of customer loss, so in addition to blocking probabilities, one needs to determine the portion of customers that are lost after entering the system. Denote the long-run probability of renege for a customer of type \( k \) by \( R_k \). Then,

\[
R_k = \sum_{n \in A} \pi(n) \frac{r_k(n_k)}{\sum_{k=1}^{K} (\mu_k(n) + r_k(n_k) + \lambda_k)}
\]
which can equivalently be stated as

$$R_k = \frac{1}{G} \sum_{n \in \mathcal{A}} \psi(n) \frac{r_k(n_k)}{\sum_{k=1}^{K}(\mu_k(n) + r_k(n_k) + \lambda_k)}.$$

The computation of $R_k$ essentially involves a weighted sum of all the $\psi(n)$'s, where the weights constitute the only difference between this and the computation of the normalization constant $G$. These weights, which are the probability of a renege from a channel, depend on the entire state vector. The denominator of the weights involves a summation over all classes $k$. Writing the denominator out more explicitly as

$$\sum_{k=1}^{K} \left( \frac{\mu_k \min(n_k, S_k)}{\sum_k \min(n_k, S_k)} + \alpha_k(n_k - S_k)^+ + \lambda_k \right),$$

note that this summation can only be determined with an explicit knowledge of all the $n_k$'s, since these are weighted by the associated $\alpha_k$'s and $\mu_k$'s; knowing the total number of customers in the system ($s$) and in the buffer ($b$) is not sufficient. Thus, the argument used to derive equations (18) through (20) will not extend to this case.

Instead, a simple approximation scheme is proposed that provides an upper bound and a lower bound on the exact renege probabilities. It will be demonstrated that for the special case where renege rates and service requirements of each class are identical, the approximation yields exact results. This approach allows one to compute approximate renege probabilities and the bounds using the convolution scheme described above.

The following observation is useful to facilitate the exposition of the approximation scheme. In order to obtain a vector of the form $g_1 \otimes \ldots \otimes g_K$, one needs to start with $g_1$, convolve it with $g_2$ and then proceed recursively by taking this as the new $g_1$ and convolving it with the next $g_k$ with $k > 2$. Based on the definition of the convolution operator, this implies that at any point in this procedure, one knows the number of customers for the class that is acting as the second vector in the convolution, and the total number of
customers in all the other classes that are included in the first vector. Thus, for example, if one has a three class system, and one is at the last step of the convolution, one will have $g_1$ denoting the convolution of the vectors for the Classes 1 and 2, and the vector for Class 3, $g_3$, acting as $g_2$. At this stage, one will have knowledge of the total number of customers in Classes 1 and 2, and the number of customers in Class 3. For the queueing system, one also knows the corresponding buffer occupations (i.e. customers on hold) for the sum of Class 1 and 2, and for Class 3. Thus, in computing the weights for the summation in (21), where the sum is evaluated using a convolution scheme, one will know $n_K, S_K, \sum_{k\neq K} n_k,$ and $\sum_{k\neq K} (n_k - S_k)^+.$

The basic idea of the proposed approximation is to take an average $\alpha$ and $\mu$ for all the classes, such that the summation

$$\sum_{k\neq K} \frac{\mu_k \min(n_k, S_k)}{\sum_k \min(n_k, S_k)} + \sum_{k\neq K} \alpha_k (n_k - S_k)^+$$

can be approximated with the knowledge of $s$ and $b$. More formally, let us propose the following approximation scheme for a system with $K$ classes. Define

$$\bar{\alpha}_k = \frac{\sum_{i\neq k} \alpha_i}{K - 1},$$

and

$$\bar{\mu}_k = \frac{\sum_{i\neq k} \mu_i}{K - 1}.$$

Then, the original weights

$$r_k(n_k)$$

$$\sum_k (r_k(n_k) + \mu_k(n) + \lambda_k)$$

can be approximated by the weights

$$\frac{r_k(n_k)}{r_k(n_k) + \bar{\alpha}_k (s - b - (n_k - S_k)^+) + \bar{\mu}_k \min(n_k, S_k) + \bar{\lambda}_k (s - b - \min(n_k, S_k)) + \sum_k \lambda_k}$$

for all $n \in \mathcal{A}_{sb}.$
Note that for a system with $\alpha_k = \alpha$ and $\mu_k = \mu$, the approximated weights are equal to the actual weights. Thus, one would expect the performance of our approximation to deteriorate as these parameters become less homogeneous.

Using the weights in (22), it follows that $R_k$ can be approximated by

$$R_k \approx \frac{1}{G} \sum_{m=0}^{T_k - S_k} \sum_{h=m}^{T_k} g_k(h, m, h - m) \sum_{n=0}^{(T-S-m)} \sum_{j=m}^{(T-h)} \frac{r_k(h)}{r_k(h) + \alpha_k(J - m) + \lambda_k} g_k(j, n, j - n),$$

where $J = j + h - m - n$, and

$$M = \frac{\mu_k(h - m)}{J} + \frac{\mu_k(j - n)}{J} + \sum_k \lambda_k.$$

Given the similarity between this expression and the expression for $G_k$ in (20), it is clear that a refined convolution algorithm as discussed above can be used to compute $R_k$.

It is desirable to have bounds on renege probabilities, $R_k$, which will also help in assessing the quality of the approximation. To this end, a simple lower bound and an upper bound on renege probabilities in each channel can be determined. Define

$$(\alpha_k)^* = \max_{i \neq k} \alpha_i,$$

and

$$(\alpha_k)_* = \min_{i \neq k} \alpha_i.$$

The terms $(\mu_k)^*$ and $(\mu_k)_*$ are defined analogously. Also, to simplify the notation, let

$$(w_k(n))^* = \frac{r_k(n_k)}{A^*} \quad \text{for all } n \in A_{sb},$$

where

$$A^* = r_k(n_k) + (\alpha_k)^*(s - b - (n_k - S_k)^+) + \frac{\mu_k \min(n_k, S_k)}{s - b} + \frac{(\mu_k)^*(s - b - \min(n_k, S_k))}{s - b} + \sum \lambda_k,$$

and

$$(w_k(n))^* = \frac{r_k(n_k)}{A_*} \quad \text{for all } n \in A_{sb},$$
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where

\[ A_\ast = r_k(n_k) + (\alpha_k)_\ast (s - b - (n_k - S_k)^+) + \frac{\mu_k \min(n_k, S_k)}{s - b} + \frac{(\mu_k)_\ast (s - b - \min(n_k, S_k))}{s - b} + \sum_k \lambda_k \]

denote the weights associated with these parameters. Using these weights, renege probabilities are expressed as

\[ (R_k)_\ast = \frac{1}{G} \sum_b \sum_s \sum_{n \in A_{sb}} (w_k(n))_\ast \psi(n) , \quad (26) \]

and \((R_k)_\ast\) is defined in an analogous manner.

**Proposition 1** Use of the approximated weights \((w_k(n))_\ast\) results in a lower bound, \((R_k)_\ast\), on renege probabilities. Similarly use of the weights \((w_k(n))^\ast\) results in an upper bound, \((R_k)^\ast\), on renege probabilities.

**Proof**

By definition,

\[ (\alpha_l)_\ast \geq \alpha_l \quad \forall l \neq k, \]
\[ (\mu_l)_\ast \geq \mu_l \quad \forall l \neq k. \]

This implies that the denominator for \((w_k(n))_\ast\) is greater than or equal to that of the exact weights, which in turn implies that

\[ (w^k(n))_\ast \leq \frac{r_k(n_k)}{\sum_{k=1}^{K} (\mu_k(n) + r_k(n_k) + \lambda_k)}, \]

since the numerator remains the same. Given (21) and (26), it is then obvious that

\[ (R_k)_\ast \leq R_k, \quad k = 1, \ldots K. \]

A symmetric argument is used to prove the upper bound. \(\square\)
4 The Monte-Carlo Summation Technique

In Akšin and Harker (1996b), data from a retail banking phone center is presented and, subsequently, performance measures for this center are evaluated. A quick look at this data indicates that with approximately two hundred shared 800-trunks, one hundred fifty VRU trunks, and nine departments in the center, computing the normalization constant and performance measures for this center constitute a major challenge. The most appropriate form of the model for this analysis is identified as the system with reneges. This implies that the combinatorial algorithms in Section 3 require a three dimensional convolution of vectors whose size is determined by the number of trunks, two hundred in this instance. Since the trunks are shared among departments for this particular call center, this indicates that the state space determined by the set $\mathcal{A}$ is even larger compared to a center that has devoted phone lines for each department. These characteristics of the problem indicate the need for a different type of computational scheme. In this section, a brief overview of the Monte Carlo summation technique along with a description of its implementation in the phone center context of this paper is provided.

Monte Carlo summation and integration has been suggested as a useful tool in evaluating performance measures for both queueing and loss networks (Ross et al. 1993; Ross and Wang 1992). An overview of the method in the context of general loss networks is provided in Ross (1995). The method entails randomly sampling from a product form solution over the state space and then taking averages to obtain consistent estimators for performance measures. It can be adapted to arbitrary product form solutions and, in that sense, is more flexible than the earlier proposed combinatorial methods. The performance of the method is assessed based on the computational effort required to generate a sample and the variance of the estimates. In what follows, the method is adapted to the multi-class, multi-resource,
processor-shared loss system.

Let \( V^i = (V^i_1, \ldots, V^i_K) \), \( i = 1, 2, \ldots \), be a sequence of i.i.d. random vectors where \( V^i \) denotes the \( i \)th sample. Each \( V^i \) has probability density function \( p(n) := P(V^i = n) \), where \( n \) can take values in \( A = \{ n \in Z^K_+: n_k \leq T_k \} \). Letting

\[
q(n) := \psi(n),
\]

one can define

\[
Z^i := \frac{q(V^i)1(V^i \in A)}{p(V^i)}.
\]  

(27)

Then, an unbiased estimator for the normalization constant \( G \) is given by

\[
\bar{Z}_L := \frac{1}{L} \sum_{i=1}^{L} Z^i,
\]  

(28)

where \( L \) denotes the total number of iterations or samples taken in the Monte Carlo method.

For the current implementation, a sampling function is proposed that takes the form

\[
p(n) = \prod_{k=1}^{K} p_k(n),
\]  

(29)

where each \( p_k(n) \) is given by

\[
p_k(n) = \frac{1}{c_k} \frac{\gamma_k^{n_k} \delta_k^{(n_k-S_k)+}}{\prod_{j=1}^{n_k} \tau_k(j, n)}.
\]  

(30)

The term \( c_k \) represents the normalization constant for \( p_k \).

The variance of \( Z^i \), \( \sigma^2 \), is a critical determinant of the effectiveness of the Monte Carlo Summation technique. Choice of the appropriate sampling function \( p(n) \) is known to reduce this variance significantly. In particular, it has been shown that a sampling function \( p(n) \) that closely resembles \( q(n) \) in shape yields estimates with lower variance. This idea of sampling from those parts of \( q(n) \) with higher "importance" is known as importance sampling. In (30), \( \gamma_k \) is a positive real number known as the importance sampling parameter. By adjusting
the value of this parameter, one can modify the shape of \( p(n) \), thus trying to increase the similarity between \( p(n) \) and \( q(n) \).

Another factor determining the effectiveness of the Monte Carlo summation technique is the ease with which samples are generated from a sampling distribution \( p(n) \). The choice of sampling function in (29) ensures that \( V_1^i, V_2^i, \ldots, V_K^i \) are independent. This enables use of the alias algorithm to generate each \( V^i \) in \( O(K) \) time (Bratley et al. 1987). Recall that the product form solution in (6) does not have independence between the different classes. This is a result of the term \( \min(n_k, S_k) \) that appears in various parts of (6). Thus, to simplify the sampling procedure, an approximation to (6) is used as the sampling function. In (30), \( \delta_k \) is a parameter that attempts to approximate the term \( \sum_{k=1}^{K} \min(n_k, S_k) \) in (6). For the results reported herein, \( \delta_k \) has been set as

\[
\min(V_k^i, S_k) + \sum_{j \neq k} \rho_j,
\]

where \( \rho_j = \gamma_j/\mu_j \). This choice for \( \delta_k \) can be motivated as follows. For each class \( k \), at every iteration \( i \), \( V_k^i \) is known as an estimate for \( n_k \). For all other classes, \( \rho_k \) is taken as an approximation for the term \( \min(n_k, S_k) \). In a pure loss system, \( \rho_k = \lambda_k/\mu_k \) is a good approximation for the average number of customers of class \( k \) in service. In an attempt to use a simple approximation for the number of customers being served in a renge system, the same approximation is used with \( \gamma_k \) replacing \( \lambda_k \). In the application of the method to a call center problem in Akşin and Harker (1996b), a slight modification is made to \( \delta_k \) for some \( k \). In that paper's context, some classes are served by VRUs as opposed to servers. It turns out that for these classes, reneges can also occur during service. To account for this difference, the term \( \delta_k \) for the VRU channels is determined by setting \( \rho_k = \gamma_k/(\mu_k + \alpha_k) \).

The performance measures that one would like to estimate can be expressed as ratios, as in (5) and (6), which are nonlinear functions of the normalization constants. In general,
both acceptance \((1 - B_k)\) and renege probabilities take the form of a ratio:

\[
\hat{\phi} := \frac{\sum_{n \in A} f(n)q(n)}{\sum_{n \in A} q(n)}
\]

with \(f(\cdot)\) as some known function. Note that for acceptance probabilities \(f(n) = 1(n \in A_k)\), and for renege probabilities

\[
f(n) = \frac{r_k(n_k)}{\sum_{k=1}^{K}(\mu_k(n) + r_k(n_k) + \lambda_k)}.
\]

Using the Monte Carlo technique, an estimate for \(\hat{\phi}\) can be obtained as

\[
\hat{\Phi}_L := \frac{\sum_{i=1}^{L} Y^i}{\sum_{i=1}^{L} Z^i}
\]

where \(Y^i := f(V^i)q(V^i)/p(V^i)\) and \(Z^i := q(V^i)/p(V^i)\). 100(1 – \(\alpha\))% confidence intervals for the acceptance probability \(1 - B_k\) and renege probability \(R_k\) can easily be constructed as sampling proceeds. The interval estimators proposed in Ross (1995) are used in the phone center context.

5 Numerical Examples

In both the convolution based approximation scheme and the Monte Carlo summation method, one obtains approximate renege probabilities. Before using one of these methods, one would like to have a sense of their performance with respect to exact renege probabilities. This section provides a set of numerical examples that explore the performance of these two schemes in terms of their accuracy. Performance in terms of computation time is not explored in this paper. The performance of the convolution scheme can be different depending on the choice of refined convolution algorithm implemented. Similarly, the computation time for the Monte Carlo summation method changes as a function of the number of iterations of
the algorithm one chooses to perform. One can, however, state that while computation time performance for the convolution scheme is expected to deteriorate with an increase in the number of classes, the Monte Carlo summation method can deal with systems with a high number of classes more effectively.

Given the difficulty of obtaining exact renege probabilities via brute-force summation, the comparisons are made for small systems. In particular, all of the examples deal with systems with three customer types \( K = 3 \), five trunks reserved for each class of customer \( T = (5, 5, 5) \), and two servers for each class \( S = (2, 2, 2) \). Arrival rates are taken as \( \lambda = (1.0, 1.0, 1.0) \) throughout. In Section 3, it was conjectured that the approximation scheme would perform better for problems where renege rates and service rates are homogenous for different classes. In order to test this conjecture, examples with different levels of similarity in these parameters are considered. Table 1 tabulates the parameters for each example problem. The problems have been labeled in a way that reflects the degree of heterogeneity in their renege rate and service rate parameters. In particular, the first letter stands for the degree of heterogeneity between \( \alpha_1, \alpha_2, \) and \( \alpha_3 \), where \( L \) denotes low and \( H \) denotes high heterogeneity. Similarly, the second letter denotes the degree of heterogeneity between \( \mu_1, \mu_2, \) and \( \mu_3 \). Two versions of \( LL \) and \( HH \) examples were tested, denoted by subscripts 1 and 2.

Exact blocking and renege probabilities obtained via a computation involving brute-force summations are tabulated in Table 2. The approximation that uses a convolution based algorithm computes exact blocking probabilities, so for this case only renege probabilities and associated upper and lower bounds are reported. These results are tabulated in Table 3. Each cell contains the approximate renege probability followed by its upper and lower bounds provided in parantheses.
Table 1: Parameters for the Numerical Examples

<table>
<thead>
<tr>
<th>Problem</th>
<th>$\alpha$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LL_1$</td>
<td>(0.25, 0.50, 0.75)</td>
<td>(2.5, 2.8, 3.5)</td>
</tr>
<tr>
<td>$LL_2$</td>
<td>(1.5, 1.7, 2.0)</td>
<td>(2.5, 2.8, 3.5)</td>
</tr>
<tr>
<td>$LH$</td>
<td>(1.5, 1.7, 2.0)</td>
<td>(0.5, 2.8, 13.5)</td>
</tr>
<tr>
<td>$HL$</td>
<td>(0.25, 2.50, 8.75)</td>
<td>(2.5, 2.8, 3.5)</td>
</tr>
<tr>
<td>$HH_1$</td>
<td>(0.25, 2.50, 8.75)</td>
<td>(0.5, 2.8, 13.5)</td>
</tr>
<tr>
<td>$HH_2$</td>
<td>(0.25, 2.50, 8.75)</td>
<td>(13.5, 2.8, 0.5)</td>
</tr>
</tbody>
</table>

Table 2: Exact Renege and Blocking Probabilities

<table>
<thead>
<tr>
<th>Problem</th>
<th>$(R_1, R_2, R_3)$</th>
<th>$(B_1, B_2, B_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LL_1$</td>
<td>(0.0188, 0.0231, 0.0198)</td>
<td>(0.0549, 0.0239, 0.0098)</td>
</tr>
<tr>
<td>$LL_2$</td>
<td>(0.0250, 0.0219, 0.0163)</td>
<td>(0.0036, 0.0024, 0.0013)</td>
</tr>
<tr>
<td>$LH$</td>
<td>(0.0944, 0.0250, 0.0011)</td>
<td>(0.0159, 0.0027, 0.00)</td>
</tr>
<tr>
<td>$HL$</td>
<td>(0.0153, 0.0246, 0.0136)</td>
<td>(0.0423, 0.0012, 0.00)</td>
</tr>
<tr>
<td>$HH_1$</td>
<td>(0.0721, 0.0321, 0.0021)</td>
<td>(0.2825, 0.0015, 0.00)</td>
</tr>
<tr>
<td>$HH_2$</td>
<td>(0.0002, 0.0236, 0.0483)</td>
<td>(0.0002, 0.0011, 0.0002)</td>
</tr>
</tbody>
</table>
A comparison of the results in Tables 2 and 3 clearly supports the earlier conjecture that the approximation performs better for homogeneous parameters. This is illustrated by the first two problems where the approximation yields renege probabilities that are very close to the exact values. For the examples considered herein, heterogeneity in $\mu$, seems to have a stronger negative impact on the approximation than heterogeneity in $\alpha$. This is probably a function of the specific parameters chosen for these problems. Such a claim would have to be further verified with extensive numerical testing. Finally, a comparison of the problems $HH_1$ and $HH_2$ demonstrates that the heterogeneity in one type of parameter can be balanced by that of another. In particular, note that the only difference between these two problems is their service rate parameters, where $\mu_1$ and $\mu_3$ have been exchanged. Since the approximation replaces an average for the exact value of a parameter, a combination of low $\alpha$ and high $\mu$ for a particular class results in a better approximation than a combination where both $\alpha$ and $\mu$ of a particular class are low or high. This observation is not surprising,
given the characteristic of the approximation.

For the same set of problems, the results obtained using the Monte Carlo summation method are presented next. Both blocking and renege probabilities are reported, since both of these are determined approximately for this method. Each point estimate is followed by its 95% confidence interval. All of the estimates have been obtained by performing 500,000 iterations of the Monte Carlo summation method, using importance sampling parameters determined by trial and error. The estimates could be improved by increasing the number of iterations or by selecting importance sampling parameters that are closer to the optimal ones.

Comparing the estimates in Table 4 to the exact values in Table 2, it is clear that the Monte Carlo summation technique performs well in terms of accuracy. The performance of this method does not depend on the homogeneity of parameters in a direct way and thus, is better than the convolution scheme for problems with heterogeneous parameters. The accuracy of the method depends on the choice of importance sampling parameters. As a result, determination of optimal or near-optimal importance sampling parameters should be the first step in future research endeavours.

6 Conclusion and Directions for Future Research

Recognizing the difficulty of implementing loss models with product form or near-product form solutions in the absence of computational methods that simplify their analysis, this paper has developed such methods for a specific type of loss system. By introducing the notion of multi-dimensional convolutions, one was able to extend the existing methodology for computing performance measures for the pure loss case to that of the queueing and reneging cases. Observing that for the reneging case, this combinatorial method may still
Table 4: Renege and Blocking Probabilities and Associated Confidence Intervals for the Monte Carlo Summation Approach

<table>
<thead>
<tr>
<th>Problem</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$LL_1$</td>
<td>0.0189 (0.0185,0.0193)</td>
<td>0.0231 (0.0225,0.0237)</td>
<td>0.0199 (0.0193,0.0207)</td>
</tr>
<tr>
<td></td>
<td>0.0560 (0.0519,0.0593)</td>
<td>0.0234 (0.0212,0.0256)</td>
<td>0.0098 (0.0084,0.0113)</td>
</tr>
<tr>
<td>$LL_2$</td>
<td>0.0261 (0.0245,0.0277)</td>
<td>0.0217 (0.0201,0.0232)</td>
<td>0.0164 (0.0149,0.0178)</td>
</tr>
<tr>
<td></td>
<td>0.0040 (0.0024,0.0055)</td>
<td>0.0020 (0.0010,0.0030)</td>
<td>0.0010 (0.0010,0.0020)</td>
</tr>
<tr>
<td>$LH$</td>
<td>0.0932 (0.0922,0.0942)</td>
<td>0.0285 (0.0277,0.0294)</td>
<td>0.0010 (0.0010, 0.0014)</td>
</tr>
<tr>
<td></td>
<td>0.0163 (0.0149,0.0177)</td>
<td>0.0027 (0.0022,0.0033)</td>
<td>0.0 (0.0,0.0001)</td>
</tr>
<tr>
<td>$HL$</td>
<td>0.0152 (0.0138,0.0166)</td>
<td>0.0261 (0.0226,0.0295)</td>
<td>0.01036 (0.0066,0.0141)</td>
</tr>
<tr>
<td></td>
<td>0.0453 (0.0318, 0.0584)</td>
<td>0.0005 (0.0002,0.0007)</td>
<td>0.0001 (0.0,0.0001)</td>
</tr>
<tr>
<td>$HH_1$</td>
<td>0.0724 (0.0721,0.0727)</td>
<td>0.0318 (0.0308,0.0329)</td>
<td>0.0018 (0.0011, 0.0025)</td>
</tr>
<tr>
<td></td>
<td>0.2819 (0.2775,0.2862)</td>
<td>0.0015 (0.0011,0.0019)</td>
<td>0.0 (0.0,0.0001)</td>
</tr>
<tr>
<td>$HH_2$</td>
<td>0.0002 (0.0001,0.0002)</td>
<td>0.0231 (0.0221,0.0240)</td>
<td>0.0502 (0.0485,0.0519)</td>
</tr>
<tr>
<td></td>
<td>0.0 (0.0,0.0)</td>
<td>0.0009 (0.0006,0.0011)</td>
<td>0.0001 (0.0001,0.0002)</td>
</tr>
</tbody>
</table>
be too expensive for some applications, the use of Monte Carlo summation to perform these computations was explored. An adaptation of the Monte Carlo summation technique to the multi-class, multi-resource, processor-shared system was proposed.

Depending on the industry they are in, phone centers may be very large in terms of the total number of service representatives and phone trunks. For very large problems, difficulties have been encountered in implementing the methods to compute the performance measures proposed in this paper. Numerical underflow and overflow problems that arise from having extremely large values for the normalization constant constitute the source for these difficulties. The factorial term in the product form solutions further magnifies this problem of excessive growth in the normalization constant. An implementation such as the one suggested by Mitra and Ramakrishnan (1990) and Ross et al. (1993) has been used to overcome this problem.

In the proposed implementation of the Monte Carlo summation method, it was mentioned that $\gamma_k$ acted as an importance sampling parameter which can be used to reduce the variance of the estimators. For the numerical examples in this paper as well as the analysis that was performed in Akşin and Harker (1996b), these parameters were obtained through trial and error. Determining optimal importance sampling parameters is an important issue for future research. Use of Monte Carlo summation coupled with optimal importance sampling would result in tighter confidence intervals for performance measure estimates.

Acknowledgements

This research was funded by a generous grant from the Alfred P. Sloan Foundation to the Wharton Financial Institutions Center. The comments of Keith Ross are warmly acknowledged.
References


